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Amnnoragna. Lleab pa6orpr. Onpeseneriue yposHs npomvluineHHOZ0 NPOUSBOACMBA 8 PEIUOHAX
pecnybauxu. Merog mam merozororus nposegenns paborpl. B uccaegosanuu npu xaaccupu-
KaAuuu passumus pezuoHO08 UCTO0Ab30BAH MEMOJ MHOZO(pAKMOPHOZO0 CMAMUCMUUYECKOZO0 AHAAU3A
(kaacmepnviii anaaus). Pesyabrarpr. [loayuernvie pesyabmamer nokasaau, 4mo, €0zAACHO
pacyemam, noAY4eHHbIM C NMOMOWBIO MHOZO(PAKMOPHOZO CMAMUCMUYEcK020 anausa, z. 1 awi-
KEHM 8 NepuoJ UCCAeJOBAHUSL CIMOUM HA CAMOM BbICOKOM KaacmepHom smane, 1 awxenmckas u
Hasoulickas obaacmu — Ha amane cpeHezo passumus, a 0CmMaabMble PELUOHbL HAXOAAMCSA HA
amane caabozo passumus. O6aacrb npumenenns pesyabraros. [loayucunovie pesyromamot
uccaegosanust mozym 6bimb  UCNOAB30BAHBL npu  paspabomke cmpamezuu  COUUANBHO -
aKoHoMuUUeckozo passumus peauoros Pecnybauxu Ysbexkucman, a makice peeuoHasbHbIX U om-
pacaesovix npopamm. Bbieogpr. B 6oavwurcmese pezuornos pecnybauku uenecoobpasHo ocyuse-
cmsumo CMPYKMypPHovle UBMCHECHUS 8 NPOMbBIUACHHOM NPOU3BOACNBE U NOBLICUMDb JOAI0 nepe-
pabamoisaoweii chepvt 8 obuwiell cmpyKkmype npoMblULAEeHHOCTU.
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MULTI-FACTORIAL CLASSIFICATIONS OF THE LEVEL
OF SOCIO-ECONOMIC DEVELOPMENT OF REGIONS

Abstract. The goal of the study. Dectermining the level of manufacturing production in the re-
gions of the republic. The method or methodology of performing the study. In this study,
when classifying the development of the regions, we have used the method of a multi-factorial
statistical analysis (a cluster analysis). The results. The results obtained showed that, according
to calculations obtained using a multi-factorial statistical analysis, the city of Tashkent for the
study duration is at the highest cluster level, while Tashkent and Navoisk regions are at the stage
of medium development, and the rest of the regions are at the stage of weak development. The
area of application of the results. The results obtained may be used when developing a strategy
of the socio-economic development of the regions of the Republic of Uzbekistan, as well as re-
gional and industry-specific programs. The conclusions. In the majority of regions of the Repub-
lic it is advisable to perform structural changes in the industrial production and to increase the
percentage share of the processing industry in the overall structure of manufacturing.

Keywords: an industrial product, production, a multi-factorial classification, a cluster analysis.
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1. Introduction

Classification of multidimensional observations is a complex process which requires a lot of
efforts and complex calculations. In turn, a classification is carried out by the use of cluster analysis
methods. The main aim of clustering is to form similar groups between the objects and analyze
interrelations between them.

The relevance of clustering is specified with the nature of practical problems which it can solve,
and with its economically actuality. In our research we elucidate the issues of classification of
multidimensional observations, according to which Uzbekistan regions are divided into lower,
medium and higher classes by their “development level of manufacturing industries”. Classifying
these regions by certain development level and identifying the regularity is an important issue where
every regions is characterized with a set of specific indicators. Therefore, it is impossible to classify
them by the same level. This, in turn, puts forward the new scientific problems to the issue of
classification of objects, and a special attention is paid to the solution of this issue in the research.

A need for scientific research to the proposed methodology is that there studied not only the issue
of classification of objects but also the issue of determining a disposition of objects to development
in classified groups

For classification of objects, a parallel clustering method is used in the research. The idea of
parallel cluster operations is that in each step of algorithm all the indicators are compared and
calculated simultaneously. The main idea to develop different algorithms of parallel classification is
to specify the method which provides a rapid solution of the objectives being set and reduces the
options of selection.

2. Literature review

Although the first publications on cluster analysis started to emerge in late of 1930s of the last
century, however, this method actively developed at the end of 1960s and beginning of 1970s
(Soshnikova, Tamashevich, Uebe and Shefer, 1999). Later on, as a result of development of the
information technologies there appeared new methods, modifications and algorithms of clustering,
and emerged opportunities to massively process the labor-intensive and large-scale data (Everitt,
Landau, Leese, et al., 2011).

A specific aspect of cluster analysis is that it is a common research method for almost all sciences.
At present, this method is being widely used in medical science to classify the organisms and
determine the hereditary diseases, in chemistry to classify the similar properties of a substance, and
in environmental science to classify the changes and processes of the nature (Greenacre and
Primicerio, 2013).

As theoretical analyses show that in many scientific sources the hierarchical, parallel and
sequence clustering operations have been widely investigated (Rencher, 2002; Manly, 2005).

In scientific literature related to theoretical aspects of our research there have been investigated
the issues such as clustering methods and their specific features, problems of interpretation and
clustering of the results of cluster analysis (Yegorova and Khachatrian, et al., 2001; Milligan and
Cooper, 1987), clustering methods and algorithms, particularly issues of clustering in conditions of
uncertainty (Jain, Murty and Flynn, 1996), selection of variables and measuring the distance between
objects and the issues of evaluation of a quality of clustering (Qin, 1999), problems emerging with
optimal grouping of objects and alternative algorithms serving for overcoming these problems
(Vakharia and Mahajan, 2000), hierarchical and nonhierarchical methods of cluster analysis and
optimization of a number of clusters (Cornish, 2007), as well as contemporary and classical
approaches to cluster analysis, specifically problem statement and algorithms of cluster analysis in
conditions of uncertainty (Rezankové, 2014).

In scientific literature (Sipilova, 2015) directly related to practical aspects of our research there
have been investigated the issue of classification of European countries by structural changes in
industrial production.

Compared to researches mentioned above, our research has two specific aspects. Firstly, in our
research we consider not only the issue of classification of objects but the issue of determining their
disposition to development in classified groups. Secondly, a classification algorithm enabling
“transferring the objects from class to class” is used in our classification issue.
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3. Methodology

Aforementioned differing development level of manufacturing industrial products by sectors in
the regions of the republic requires relatively specific approaches and this is done by
multidimensional classification i. e. by cluster analysis method.

Cluster analysis — multidimensional statistical method which allows classifying the objects with
multiple signs of character. Also, cluster analysis, based on identifying the level similarities in
appearances and signs related to each specific cluster units [2]. From here we derive a concept called
“distance” and it is measured by the differences between signs and values of studied object. Certain
distance limit can be measured differently. Usually, “Euclidean space” is used and it may come in
two different ways.

— “simple” Euclidean space [3]:

pE(X i X j): \/(Xi(l) - Xil))z + (Xi(Z) - XEZ))Z Tt (Xi(p) - X(jp))z

— “pulled” Euclidean space

Pee (X i X j): \/a)1(xi(1) - X(jl))z + wz(xi(Z) - XEZ))Z Tt a)p(xi(p) - X(jp))z
Also, in the cluster analysis method, concept such as the distance between the groups of the
objects and the measurement of the gap of objects’ two group is used. Namely, the measurement and
the distance of mostly used relationship between objects’ classes consists the following:
— “close neighbor” principle changing the distance [4]:
pmin(Sl’Sm): min p(xi’xj)

X;e$§,,X jesm

— “far neighbor” principle changing the distance:

pmax(sl'sm): max p(xi'xj)

Xiesl,XjeSm

It must be noted though that due to impractical possibility of adding the squared values between
two points denoted with different quality signs, and in order to separate differences between each
signs of the sample size and denoting it with relative measurement indicator, “normalized difference”
formula is applied [5]:

Hence, with the help of [5] normalized difference matrix is formed and on the basis of average
normalized Euclidean space objects will be attached to clusters, first, we take closest distances then
objects moving away from each other will be taken. In the first step the object with the closest
Euclidean space will be joined with the first object in the first cluster. Afterwards, we calculate the
Euclidian space distances from clusters to other objects and the average normalized differences for
this cluster on every unit. In this order, once the first average Euclidian space cluster reaches the
boundary limit the second cluster will be created. Thus, step by step cluster attachment and a process
of new cluster creation will be continued until all the predetermined critical Euclidian spaces limit
P_,iicar 18 reached and the attachment process is ended.

4. Empirical results
Currently, modernization of industrial sectors, fostering their technological updates calls for
special attention in order to increasing the volumes of manufacturing in a country scale. Hence it is
considered to be highly topical subject of the national economy to develop sectors of the economy
and diversifying the range of products produced in this sector.
The changes during the recent years in the form quality and quantity of produced good in the
regions of the country is the result of thoroughly planned economic reforms that were seen as the
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development of industrial sectors of regions. Namely, in the electric power industry Tashkent region
(795 bln.soum), Syrdarya region (684 bln.soum), Tashkent city (544,58 bln.soum), Navoi regions
(399,2 bln.soum) performed with high figures in the country scale whereas chemical and oil
chemistry industry Tashkent city (714,77 bln.soum), Tashkent region (646 bln.soum), Navoi region
(523,2 bln.soum), Fergana region (396,54 bln.soum) and Andijan regions (229,8 bln.soum), in the
light industry Fergana region (900,88 bln.soum), Tashkent city (726,11 bln.soum), Andijan region
(664 bln.soum) and Tashkent regions (603 bln.soum) also, in the food industry Tashkent city (2257,8
bln.soum), Samarkand region (1094bln.soum) and Tashkent regions (1036 bln.soum) registered high
results. (Table 1.) [1]

Here: X — electric energy, X¥ — fuel, X¥ — black nonferrous metals, X — chemistry and oil
chemistry, X — mechanical engineering and metals recycling, X” — construction materials
industry, X — light industry, X® — food, X — flour and miller products.

It is however, development of manufacturing industrial products by sectors in the regions of the
republic is not exactly the same. Because there are many factors that can affect the development of
certain industries of the region. These are advantageous geographical placement of the region, level
of natural resources abundance, number of labors and its quality, climate, nature, placement of the
population and others.

Table 1
Sectorial structure of industrial product manufacturing (bln. soum)’
Volume production of economic sectors by regions

Ne Regions

x @ x @ x @ x @ x X ® x x @ X @
1 |Karakalpakstan 197,3 75,7 9,2 66,6 6,7 54,1 203,9 126,5 59,9
2 |Andijan 121,3 51,07 19,15 229,8 4852,0 70,23 664,0 210,7 127,7
3 |Bukhara 47,9 878,0 8,32 10,4 62,4 135,0 531,0 277,0 91,6
4 |Jizzakh 42,36 7,169 5,865 9,124 75,6 46,92 2483 142,1 59,96
5 |Kashkadarya 335,39 | 4108,6 11,18 128,57 39,13 83,85 419,24 | 240,37 | 201,24
6 |Navoi 399,2 0,539 3291,0 5232 102,5 690,5 188,8 107,9 64,73
7 |Namangan 78,44 4,129 8,257 19,27 141,7 49,54 483,0 406,0 125,2
8 |Samarkand 93,0 1,368 5,47 68,38 500,5 150,4 547,0 1094,0 172,3
9 |Surkhandarya 53,34 | 148,59 | 2,85 0,95 34,29 76,2 | 355,28 | 140,02 | 1143
10 [Syrdarya 684,0 2,7 1,35 1,35 8,09 12,1 375,0 166,0 71,5
11 |Tashkent 795.,0 156,0 | 2583,0 | 6460 | 4190 | 5250 | 6030 | 10360 | 994
12 |Fergana 142,45 1228,1 0,385 396,54 84,69 400,39 | 900,88 338,79 146,3
13 |Khorezm 70,04 2,501 0,334 7,5 35,02 44,19 326,8 190,9 140,9
14 |Tashkent city 544,58 | 2314,5 | 453,82 | 714,77 | 2552,7 | 487,86 | 726,11 2257,8 192,87

Now, we will be separating the industrial manufacturing in the regions by clusters via “simple”
Euclidian space that is changing through “close neighbor” principle (Picture 1.).

This graph is called a dendrogram where manufacturing industrial products by sectors in the re-
gions of the republic is divided into 3 clusters. In the following table below full details of each cluster
and related information is given (Table 2.).

Thus, according to results after analyzing the resulting clusters via “simple” Euclidian space that is
changing through “close neighbor” principle on manufacturing industrial products by sectors in the
regions of the republic, in the first cluster we have 11 regions i.e.: Republic of Karakalpakstan, Andi-
jan, Bukhara, Jizzakh, Kashkadarya, Namangan, Samarkand, Surkhandarya, Sirdarya, Fergana and
Khorezm were included which makes up 78,57 % of territories from the total related clustered regions.

! Devised by author in 2012.
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Picture 1. Clustering the manufacturing industrial products by sectors in the regions of the republic’

In the second cluster two regions of the republic i.e.: Tashkent and Navoi have been included,
their share represent 14,29 % from total cluster related regions.

Table 2

Results of clustering the manufacturing industrial products by sectors in the regions®

Cluster serial

Regions belonging

Percentage of regions
belonging to the

Cluster structure

number to a calaster
cluster
Republic of Karakalpakstan, Andijan, Bukhara, Jizzakh,
1 11 78,57 Kashkadarya, Namangan, Samarkand, Surkhandarya,
Sirdarya, Fergana and Khorezm
2 2 14,29 Tashkent and Navoi
3 1 7,14 Tashkent city

In the third cluster we have only one region of the republic which is Tashkent city. Its share repre-
sents 7,14 % of the total cluster related regions.
Now, we construct the following table after calculating average values for all the clusters that are
being studied (Table 3.) [6].

Table 3
Average value of results in clusters (bln.soum)*
Cluster

Index <0 @ e
X0 169,59 5971 544,58
X 591,66 78,27 2314,5
X® 6,57 2937,0 453,82
x® 85,32 5846 714,77
X® 530,93 260,75 2552,7
X© 102,08 607,75 487,86
X 459,49 395,9 726,11
x® 302,94 571,95 2257.8
X© 119,17 82,06 192,87

% Conducted by author with Stat Graphics Centurion 16.1 software program.
3 Devised by author.
4 Conducted by author with Stat Graphics Centurion 16.1 software program.
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Hence, the analysis of average results by clusters shows that X, X¥ and X is in the S cluster,
and X7, X, X7, X7 , X¥ and X? are in the S® cluster representing higher values whereas XV x?
XY, x® x¥is in the S cluster and X7, X, X7, X results are represented their minimum values
in S® cluster. This situation can be clearly seen in the picture below (Picture 2).
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Picture 2. Graphical representation of the average values of results in the clusters’

Analysis of average values of parameters considered in each cluster shows that, S® — cluster
electric energy, black nonferrous metals and construction materials industries are characterized by
higher values, S® — cluster fuels, chemistry and oil chemistry, mechanical engineering and metals
recycling, light industry, food, also flour and miller products industries are characterized by their
higher values here.

Also, taking into account S’ — cluster electric energy, black nonferrous metals and construction
materials industries and food sectors’ lower average values than S® and S clusters, S® cluster with
fuels, mechanical engineering and metals recycling, light industry, flour and miller products
industries characterized by having lower average values than S cluster.

In concluding remarks it is important to note that multidimensional classification of
manufacturing industrial products by sectors in the regions allows making key scientific decisions
with regards to development of country’s industrial potential and conducting this process with the
help of cluster analysis will serve the purpose well.

5. Consulations

In addition, multidimensional classification of manufacturing industrial products by sectors in the
regions by cluster analysis serves the purpose of identifying least developed regions as well as the
assessment of the sectors of industries that can help to make objective decisions by government.
Apart from this, on the basis of multidimensional classification it would be possible to assess the spe-
cialization of regions by industrial sectors, future perspectives will be set and through disclosure of
certain qualities of classified cluster, there will be separate solutions made by the government on
each clusters.
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